**ABSTRACT**

The empirical investigation of which risk factor—political or financial—is the optimal driver of country risk in emerging economies in the twenty-first century has grown into a significant and volatile issue in recent decades. This paper investigates the linkages between political risk and financial risk in four Balkan economies (i.e., Greece, Albania, Bulgaria, and Romania) from 1984 Q3 to 2018 Q4, using non-linear autoregressive distributed lag co-integration (NARDL) and wavelet coherence approaches. As a result, findings from the links between political risk and financial risk are being used to provide significant insights into effective urban planning in Balkan cities. The outcomes of the NARDAL analysis indicate that there are short-term and long-term asymmetric links between political risk and financial risk in the Balkan countries except for Romania. The wavelet coherence study also revealed that there is significant vulnerability between political risk and financial risk at different frequencies in the region, also, political risk is a key for predicting financial risk over the selected study period at different frequencies in Albania and Bulgaria.
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**1. Introduction**

Country risk is an ancient global problem, while contagious diseases and cyber-attacks are considerably more recent occurrences threatening the world’s economies. Regardless of how well-structured a nation’s economy is, there is a chance that risk elements will exist (Hacker, 2019). Some risk factors can appear suddenly, while others might develop due to laws or regulations. Studies in recent years have indicated that factors related to bad governance, particularly after the 2008 global financial crisis, are linked to the fall of governing institutions, particularly in emerging economies (Humphrey & Michaelowa, 2019).

The dynamic relationship between political risk (PR) and financial risk (FR) is one of the issues that are mostly discussed in the macroeconomic literature. However, the methodology shows that the relation...
between PR and FR is unclear, especially concerning the direction of causality. Political factors are seen as a volatile source of financial stability. Although studies such as Barro (1991), Biatkowski et al. (2008), Chan & John Wei (1996), Charteddine & al Refai (2019); Cutler et al., (1988); Hillier & Longan, (2019); Kirikkaleli, (2016), (2020); Li & Born, (2006); Pantzalis et al., (2000); Pásstor & Veronesi, (2013) and Smales, (2015), were the papers that examined the linkages between political risk and financial risk. However, the findings are inconclusive. Studies by (Biatkowski et al. (2008), Delavallade (2006), Pásstor & Veronesi (2013), and Smales (2015) argue that political risk harms financial stability. Contrary to these findings, Cassette & Farvaque, (2014); Gyöngyösi & Verner, (2022) expressed that financial risk negatively influences political risk.

Unfortunately, most of the trending events in the Balkan countries are yet to be highlighted in the economics literature. Hence, the main aim of this research is to fill this gap by employing the NARDL and wavelet coherence techniques to examine the linkages between political risk and financial risk. Thus, using these modern econometric techniques, this paper’s other contribution is to proffer answers to the following questions: (i) Is there a causal link between PR and FR in the Balkan countries? (ii) If yes, what is the direction of causality? (iii) Also employ the findings to explain urban planning in the Balkan countries.

To examine the linkage between PR and FR, we used the econometric tools of NARDL and wavelet coherence. The mother wavelet (t), which contains useful tools for determining both the short- and long-term correlations between political risk and financial risk, theoretically serves as the time-frequency domain (Bredin et al., 2015). As a result, it takes the time and frequency dimensions into account simultaneously. Although out-of-sample Granger causality analysis has been used in prior studies, its contribution to the literature remains unclear (Dees & Brinca, 2013) due to systemic alterations in the interplay concerning parameter uncertainty. In order to measure the sensitivity of the link between variables in the plot, we employed wavelet coherence, which allows us to comprehend the degree of interdependence within the analysis. The study's most significant contribution is its recommendation of an inclusive growth conceptual framework to lower PR and FR in the Balkan countries in particular and the world in general. The study will also recommend effective urban planning development to urban planners based on the political-financial risk outcomes. Finally, while previous research has yielded conflicting results, the new study’s conclusions will be helpful to policymakers and allow for additional debate among those working to reduce risk and advance urbanization.

The average public debt-to-GDP ratio for the Balkan region is 46.4%, while that for Central Africa is 42.2%. Nevertheless, there are considerable differences between nations. In the case of Albania, the far-right or extreme right-wing has posed a significant threat to the country's financial system as a group of people who believe to be superior to the vast majority based on racial, ethnic, and religious criteria and regard others as inferior. Since 1991, when Albania was the least developed and most isolated nation in the Balkans, the country has been dependent on assistance from foreign organizations despite not yet being a member of the European Union. Corruption in Albania has increased over the years, as evidenced by the pyramid crisis in Albania caused by political institutions. The extractive political institutions are said to have started the scheme and utilized the proceeds for personal gain. Markets can efficiently create wealth when supported by robust governmental institutions. Therefore, the small, undeveloped economy was largely shielded from the global financial collapse during the world’s financial meltdown. The global financial crisis did not affect Albanian financial markets but also on the resilience of Albanian banks because the markets were less developed and no institutions filed for bankruptcy during this crisis (Suraj, 2015).

Political instability caused by communist rule imposed on the people of Albania also impacted rural-urban migration, which cumulated in the early phases of urban growth (Lerch, 2014). Difficulties faced by the Albanian government in adopting a democratic system and free market economy have made urban planning in Albania rather static. The Communists imposed restrictions on leaving the countryside in Albania between 1960 and 1990, which resulted in economic transformation as a major driver of urban transition. Furthermore, the post-communist era saw a sharp increase in urban expansion, impacting urban labor markets (Pojani, 2009). The labor market situation has worsened in Tirana, the capital city, as more than 25% of the population revealed the rapid rate of urbanization.

In 1999, Romania was experiencing its worst economic crisis due to several factors, including the nation's declining GDP, high current account deficit, inability to obtain credit, failure to pay off foreign invoices, and small underdeveloped and nonmodernized economic sectors. As a result, the GDP ratio for the Balkan region decreased from 1990 to 2000, when transition took place.
debt, and the long-term cause of a lack of swift structural reform implementation. The country’s apparent political instability was in the background of all of this (Hord, 2001). Nevertheless, the nation started its transition in 1990 with the advantages of not having any external debt and inhabitants who were enthusiastic about the end of communism. Moreso, Romania’s urbanization level is far below the 52% target set by the European Union (EU) due to changes in the political system despite the declaration of new towns in 2002. Before 1989, there was socialist industrialization with a primary focus on developing industrial centers. Resulting in nationalizing residential buildings and eliminating the market’s role in forming city structures (József, 2006). Greece’s situation was very different; being the tenth country to join the EU, it smoothly transitioned from a highly authoritarian to a liberal one. It was regarded as a model democracy that allowed a pluralist system. Due to the quality and capacity to guarantee rapid economic growth while engaging in borrowing, the fierce policy reforms carried out by its administration and its linkages to the EU recognized it future potential. However, the 2008 financial meltdown and the crisis brought on by the sovereign debt had a terrible impact on the country’s financial and political systems. Beginning with its failure to pay its debt, which prompted the IMF’s intervention and financing of the country’s application for austerity measures and the government debt-to-GDP ratio increased from 109% in 2008 to 146% in 2010. On the political front, the nation faces instability that resulted in the downfall of the one-party system in favor of a multi-party system. In addition, institutional quality, corruption, and bureaucratic quality are significant obstacles to the nation’s politics and economy (Butkiewicz & Yanikkaya, 2006).

It is widely acknowledged that financial stability can lead to the stable growth of a nation (Ozil, 2018). Frequent policy reforms could reduce financial risk; as a result, political risk causes the need for short-term macroeconomic policies. In addition, Pantzalis et al., (2000) examined the range of asset values in equity markets across a two-week election period for 33 different countries, and the results showed that stock prices rose within two weeks during the election. A similar conclusion was reached by Cutler et al. (1988) in their study, which found that political risk had an immediate negative effect on the US financial system. Pástor & Veronesi (2013) argued that changes in the Australian financial market negatively impacted political risk in Austria, while the Australian federal political elections, according to Smales (2015), harmed the financial market, which is consistent with Pástor & Veronesi (2013) findings. Political risk’s impact on financial markets was also studied by Biatkowski et al., (2008) in 27 OECD nations, and the results showed a favorable impact. Also, according to Ashraf & Prentice (2019), political strikes and labor unrest in Bangladesh harm 33 major production firms. Other studies, including Kirikkaleli, (2016) and Arcand et al., (2015), have highlighted the relationship between PR and FR in terms of economic risk.

More so, the impact of PR on FR is also seen in other empirical studies such as Mauro (1998), which utilizes OLS regression to investigate the effect of corruption on financial stability in 100 nations. The results demonstrate that corruption lowers government health sector spending, increasing public debt. After noticing this link in a survey of 64 nations using the 3SLS estimate from 1996 to 2001, Delavallade (2006) corroborated this viewpoint. Similarly, González-Fernández & González-Velasco, (2014) found that political risk due to corruption increased financial risk due to high public debt throughout the period 2000–2012 after investigating the Spanish autonomous communities. Additionally, left-wing governments are more likely to impose restrictions on capital flight than right-wing governments (Alesina & Tabellini, 1989). Therefore, elections or regime changes can affect exchange rate policies, considering their importance to investors concerning capital flight. This negative impact of political risk on financial risk was also confirmed by Siokis & Kapopoulous (2003) after investigating the impact of election cycles on the Greece exchange rates market using an E-GARCH model. Therefore, determining a suitable exchange rate depends on the government’s political condition. Berdiev et al. (2012) conducted a panel investigation on the relationship between PR and FR in 180 countries using a data set spanning from 1974 to 2004. The results demonstrate that left-wing governments and democratic institutions determine the likelihood of choosing a flexible rate regime. In addition, there has been limited study on the connection between populism and financial crisis. According to Funke et al. (2016)’s investigation into the financial crisis and its electoral consequences for 20 developed countries, far-right party vote shares increased by about 4% or 30%. However, no far-left party vote shares increased, and the outcome was statistically stronger for post-World War II periods. The study of Gyöngyösi & Verner (2022) research describes how the far-right Jobbik party in Hungary rose to prominence amid the 2008 global financial
meltdown. Several Hungarian families that had taken out loans in the Swiss franc (or other foreign currencies) were severely harmed by the steep devaluation of the Hungarian forint. The study by Cassette and Farvaque (2014) revealed the detrimental impact of financial risk on political stability. They stated that debts accumulated by incumbents before elections increase their likelihood of being reelected. They also added an increase of about 20% in the vote of the far-right populists, particularly in areas where the exposure to foreign currency debt was higher.

Just as political and financial risk affects every facet of life, it also harms urban planning by migrating people, companies, and investments between cities or regions. The 2008 global financial crisis and political swings in policies have undermined meaningful sets of guidance, investment, and policies in urban statutory planning and design. It can be stated that the built environment set up by the Commission for Architecture and the Built Environment (CABE) has dissolved since 2011 due to unstable political and financial situations (Roberts & Townshend, 2017). The field of urban planning in Albania has been quite static. The uncontrolled movement of people caused by political instability, primarily towards Tirana, corrupts the urban planning system.

Given that no study has focused on political and financial risks in these countries using the wavelet coherence technique and a nonlinear autoregressive distributed lag co-integration model, this paper set out to fill this gap. Hence, the remainder of this study is organized as follows: Section 2 provides the dataset source and methodologies used in analyzing the data. Section 3 includes a discussion and empirical results, and Section 4 presents a conclusion, policy recommendations, and an important future research direction.

2. Data Sources and Methodology

2.1. Data Sources

This study analyzed the relationship between PR and FR using the International Country Risk Guide (ICRG) data from the Political Risk Service Group for Albania, Romania, Bulgaria, and Greece from 1984 Q3 to 2018 Q4. In the ICRG, the PRS group has published political, economic, and financial data for 146 countries since 1984. A country's political risk is evaluated by six subcomponents, while its financial risk is evaluated by 5. Financial risk sub-components include exchange rate volatility, foreign debt as a percentage of GDP, current account as a percentage of exports, net international liquidity, and foreign debt service. In addition, there are six sub-components of political risk: external conflicts, corruption, religious involvement in politics, law and order, ethnic tensions, bureaucracy quality, and democracy (Howell, 2011). In addition, Stata and R-software tools are used to analyze the NARDL co-integration and wavelet, respectively. Table 1 presents the summary of the descriptive statistics of this study and it indicates that there are no outliers in the datasets.

<table>
<thead>
<tr>
<th>Table 1: Summary of Descriptive Statistics.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period: 1984Q3 - 2018Q4</td>
</tr>
<tr>
<td>Source: Political Risk Group (PRS)</td>
</tr>
<tr>
<td>PRRO</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Median</td>
</tr>
<tr>
<td>Maximum</td>
</tr>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Skewness</td>
</tr>
<tr>
<td>Kurtosis</td>
</tr>
<tr>
<td>Jarque-Bera</td>
</tr>
<tr>
<td>Probability</td>
</tr>
</tbody>
</table>

Note: PRRO: political risk in Romania, PRGR: political risk in Greece, PRBU: political risk in Bulgaria, PRAL: political risk in Albania, and FRRO: financial risk in Romania, FRGR: financial risk in Greece, FRBU: financial risk in Bulgaria, and FRAL: financial risk in Albania.
2.2. Models Estimations

2.2.1. Unit Root Test

The initial estimation step in this study is to prevent spurious regression. In a recent study, some studies have criticized the analysis of unit root tests of time series data without structural breaks (Humphrey & Michaelowa, 2019; Ashraf & Prentice, 2019; Roberts & Townshend, 2017). The study employs the unit root test of Zivot & Andrews (2002) with a single structural breakpoint analysis and this primary step is important to know if the variables employed in this study are integrated at I(1) or I(0) but not at I(2) or higher. To estimate the unit roots for Zivot & Andrews with breaks point, the mathematical null hypothesis of the unit root is formulated as:

\[ x_t = \mu + \rho x_{t-1} + \epsilon_t \]  

(1)

Where \( x_t \) refers to interest variables; \( \mu \) is the constant term, and \( \epsilon_t \) is the error term. By taking unit differencing, the equation becomes \( \Delta x_t = \mu + \epsilon_t \); where \( \Delta = (1-B) \); \( \rho \) is the parameter slopes for lagged variables; which becomes 1 if there is a unit root or the variable is not stationary (Zivot & Andrews, 2002). The alternative units’ roots such as ADF and FADF with a break points are criticized (Humphrey & Michaelowa, 2019; Ashraf & Prentice, 2019) and are not used for this study.

2.2.2. NARDL bounds test

The study used the NARDL bounds test developed by Shin et al. (2014). This test helps to capture the long- and short-run asymmetric co-integration relationship between political risk and financial risk. Furthermore, this technique can be employed whether the repressors are stationary at first difference or level; however, they cannot take on regressors that are stationary at I(2). The econometric models are presented below in equations (2) and (3).

\[ PR_t = \theta_0 + \theta_1^+ FR_t^+ + \theta_2^- FR_t^- + \epsilon_t, \]  

(2)

\[ PR_t = \theta_0 + \theta_1^+ FR_t^+ + \theta_2^- FR_t^- + \epsilon_t, \]  

(3)

The study illustrates separate estimation models for NARDL models in the following estimation equation shown below:

\[ \Delta PR = \theta_0 + \theta_1 PR + \theta_2 FR + \sum_{k=1}^{s} \theta_3 \Delta PR + \sum_{k=1}^{s} \theta_4 \Delta FR + \epsilon_t. \]  

(4)

In the previous equation above, \( \theta_0, \theta_1 \) and \( \theta_2 \) represent long-run parameters, while \( \theta_3 \) and \( \theta_4 \) denote short-run parameters. PR is the political risk, the dependent variable, while FR signifies financial risks, which are the regressors. Following the study of Ahmad et al. (2018), \( \theta_0, \theta_1^+ \) and \( \theta_2^- \) represent vectors of unknown long-run parameters.

\[ FR_t^+ = \sum_{j=1}^{s} \Delta FR_{j}^+ = \sum_{k=1}^{s} \max (\Delta FR_{j}, 0), \quad FR_t^- = \sum_{k=1}^{s} \Delta FR_{j}^- = \sum_{k=1}^{s} \min (\Delta FR_{j}, 0). \]  

(5)

The fifth equation models asymmetric co-integration in the nonlinear framework association of the Balkan countries’ PR and FR. The equation also indicates the partial sums of the negative and positive changes in financial risk. Finally, as shown in equation (6), we convert conventional ARDL to NARDL.

\[ \Delta PR_t = \delta_0 + \theta_1 PR_{t-1} + \theta_2^+ FR_{t-1}^+ + \theta_2^- FR_{t-1}^- + \sum_{i=1}^{p} \phi_i \Delta PR_{t-i} + \sum_{i=1}^{r} (\pi_i^+ \Delta FR_{t-i}^+ + \pi_i^- \Delta FR_{t-i}^-) + \epsilon_t, \]  

(6)

Where \( p \) and \( t \) are lag orders, \( \pi_i^+ \Delta FR_{t-i}^+ \) estimates the short-run effects of financial risk increases in political risk and \( \pi_i^- \Delta FR_{t-i}^- \) measures the short-run impact of financial risk reduction on political risk.
\[
\Delta PR_t = \sum_{i=1}^{p} V_i \Delta PR_{t-1} + \sum_{i=0}^{t} (K_i^+ \Delta FR_{t-1}^+ + K_i^- \Delta FR_{t-1}^-) + R_i ECT_{t-1} + \mu_t, \quad (7)
\]

\[
B_a^+ = \sum_{j=0}^{a} pPR_{t+j}, B_a^- = \sum_{j=0}^{a} pFR_{t-1}^- a = 1, 2, \quad (8)
\]

In equation (7), \( K_i^+ \) and \( K_i^- \) stand for short-run adjustment symmetry, \( V_i \) represents the short-run coefficient; and \( R_i \) is the coefficient of the error correction term. Finally, with equation (8) above, \( FR_{t-1}^+ \) and \( FR_{t-1}^- \) are computed, which is the asymmetric cumulative multiplier effects of a 1% variation.

### 2.2.3. The Wavelet Approach

The paper examines the linkage between PR and FR and follows the wavelet mathematical application postulated by (Goupillaud et al., 1984). This wavelet technique’s innovation is that it decomposes a single time series into a bi-dimensional time-frequency domain. The mother wavelet’s equation is shown below:

\[
\psi(t) = \pi^{-1} e^{-\pi a(t/k)^2} p(t), t=1, 2, 3,..., T, \text{ where } \psi \text{ is the mother wavelet (Kirikkaleli & Gokmenoglu, 2020). The transformed wavelet is indicated in the equation below by adding location and frequency.}
\]

\[
\psi_{k,f}(t) = \frac{1}{\sqrt{R}} \mu \left( t - \frac{k}{f} \right), k, f \in R, f \neq 0. \quad (9)
\]

The continuous wavelet function after adding \( p(t) \), which represents time series data, is depicted below:

\[
W_p(k, f) = \int_{-\infty}^{\infty} p(t) \frac{1}{\sqrt{f}} \psi \left( \frac{t-k}{f} \right) dt, \quad (10)
\]

Where \( k \) and \( f \) are determinants of time and frequency domains and they are represented by a modified \( p(t) \) equation with the \( \psi \) coefficient. After adding the coefficient of \( \psi \) to equation (10) above, equation (11) is generated:

\[
p(t) = \frac{1}{c_\psi} \int_{-\infty}^{\infty} \left| W_p(a, b) \right|^2 da \frac{db}{\beta^2}, \quad (11)
\]

This study utilizes the wavelet power spectrum (WPS), which enables us to capture the vulnerable frequencies and periods of the time series variables to obtain information about the political and financial vulnerability of the Balkan countries. The WPS function is shown below:

\[
WPS_p(k, f) = \left| W_p(k, f) \right|^2, \quad (12)
\]

One of the major benefits of WPS is that the approach reveals causal linkage between the PR and FR variables in a combined time-frequency-based causality, which makes it more advantageous than the traditional causality and correlation tests. The equation below shows the squared wavelet coherence (Kirikkaleli, 2020).

\[
R^2(k, f) = \frac{\left| c \left( f^{-1} W_p(k, f) \right) \right|^2}{c \left( f^{-1} |W_p(k, f)|^2 \right) c \left( f^{-1} |W_p(k, f)|^2 \right)} \quad (13)
\]

Where \( C \) represents time and the smoothing process over time, and \( 0 \leq R^2(k, f) \leq 1 \). Variables are correlated when \( R^2(k, f) \) is close to 1 and is depicted in red color. Similarly, when it gets close to zero, variables are not correlated and are depicted in blue color. Torrence & Compo’s (1998) strategy of examining differences in the wavelet coherence by employing deferrals in the wavering of two-time series is used to solve the challenge of \( R^2(k, f) \), which does not provide insight into the negative and positive correlation. The
In the wavelet coherence analysis, an imaginary operator is represented by \( L \) and \( O \) for the real portion operator. When arrows point to the right (left) in the thick black area of the wavelet coherence analysis, variables are said to be positively (or negatively) correlated. Arrows that point up and down are another sign of causality (Cai et al., 2017). When arrows point left-up or right-down, it implies that the first variable is leading the second, and when they point left-down or right-up, it means the second variable is leading the first. Since the first variable is financial risk and the second is political risk, arrows pointing left-up or right-down indicate that financial risk leads to political risk, while arrows pointing left-down or right-up indicate the opposite. Political risk is leading when arrows point straight up and lagging when arrows point straight down.

3. Empirical Findings and Interpretations

3.1 Unit Roots Test Outcomes

The preliminary step was to prevent spurious regression, hence this study employs a single structural break unit root test of Zivot & Andrews (2002). Table 2 presents the result of Zivot Andrews’s unit root tests, which are analyzed categorically across all four Balkan countries. The Zivot-Andrews unit root results show that the PR and FR variables are integrated at both I(1) and I(0) and none of the variables were I(2) or higher.

<table>
<thead>
<tr>
<th>Unit Root</th>
<th>Greece</th>
<th>Albania</th>
<th>Bulgaria</th>
<th>Romania</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technique</td>
<td>PR</td>
<td>FR</td>
<td>PR</td>
<td>FR</td>
</tr>
<tr>
<td>Zivot-Andrew</td>
<td>( I(0)^{**} )</td>
<td>( I(0)^{***} )</td>
<td>( I(1)^{***} )</td>
<td>( I(1)^{*} )</td>
</tr>
</tbody>
</table>

Note: *, **, and *** denote statistically significant at the 10%, 5%, and 1% levels, respectively.

3.2. NARDL Estimations Test Outcomes

3.2.1. NARDL Estimations Test Outcomes for Greece

The next step in the risk modeling procedure is to ascertain the long- and short-term asymmetric effects of the PR and FR linkages between the countries. The paper rejects the null hypothesis of no co-integration between political risk and financial risk in Greece because, as illustrated in figure 3 below, the calculated t-statistic and f-statistic are greater than the critical values of those developed and postulated by Banerjee et al. (1998) and Pesaran et al., (2001) at 1% and 5% significant values, respectively. According to the calculated long-run coefficients, the political risk in Greece is statistically impacted by both positive and negative financial risk. The positive coefficient for the positive portion of financial risk will cause a rise in PR of 0.129%, while the positive coefficient for the negative portion of financial risk will cause a rise in PR of 0.028%. This indicates that any shock in financial risk, whether positive or negative, contributes to an increase in political risk in Greece. In the short run, the estimated coefficient shows that a positive or negative shock to financial risk positively correlates with political risk. Any positive or negative shock to financial risk increases political risk by 0.069% (0.067%). Summarily, both positive and negative financial shocks in Greece increase its positive political risk, both in the short and long term.
3.2.2. NARDL Estimations Test Outcomes for Bulgaria

With regards to Bulgaria, the null hypothesis is rejected also simply because the study’s t-statistics (t BDM) is higher than the critical value using Banerjee et al., (1998) as a benchmark at a 5% significant level, indicating co-integration between the PR and FR variables in the country. The f-statistic exceeds Pesaran et al. (2001)’s the critical value by more than 1% at the 1% significant level. The study for the NARDL’s estimated t-statistics and f-statistics (F PSS) shows co-integration between PR and FR, indicating that PR is linked to Bulgaria’s FR. The coefficients for the positive (negative) portions of financial risk indicate that over the long term, a positive (negative) shock to financial risk will cause an increase in the political risk of 0.139% and a decrease in political risk of -0.055%, respectively. This study suggests that any positive shock to financial risk contributes to an increase in political risk, and any negative shock to financial risk contributes to a decrease in political risk in Bulgaria. In order words, every negative shock to Bulgaria’s financial risk lowers the nation’s long-term political risk. Moreover, any positive (negative) shock to Bulgaria’s financial risk will, in the short run, cause a decrease in political risk of up to -0.015% (-0.027%), suggesting that any shock to financial risk, whether positive or negative, contributes to a short-term reduction in political risk in Bulgaria.

3.2.3. NARDL Estimations Test Outcomes for Albania

We adopt the alternative hypothesis because, in the case of Albania, the study’s t-statistics (t BDM) is higher than the crucial value using Banerjee et al. (1998) as a benchmark at a 5% significant level. It indicates that Albania’s political risk and financial risk indicators are co-integrated. Additionally, the f-statistics exceeds the Pesaran et al. (2001) 1% significant level crucial value. Therefore, the study for the NARDL’s calculated t-statistics and f-statistics (F PSS) demonstrate a linkage between political risk and financial risk. In the long run, positive coefficients of financial risk demonstrate that a positive (negative) shock to financial risk has increased political risk by 0.093% (0.155%), which means that any positive (negative) shock to financial risk contributes to an increase in political risk in Albania. In the short term, a positive (negative) shock to financial risk also raises the political risk by 0.006% (0.161%), according to the positive coefficients for both the positive and negative sections of financial risk. In conclusion, any positive or negative shock in political risk plays a role in increasing Albania’s financial risk in both the short and long run.

3.3. Wavelet Approach Test Outcomes

As in figure 1 below, the red color indicates the high political risk activities. In Greece, high political risk activities occurred from 1989 to 2000 in the medium-run (on a scale of 8-16). During this period, several political events took place, including (i) protests against the government’s plan to curtail the president’s authority, (ii) an internal crisis brought on by opposition to the Republic of Macedonia’s flag and name, (iii) tension between Greece and Turkey over the Aegean Isles dispute and (iv) tension...
resulting from the killing of a British diplomat by a left-wing guerrilla group (BBC). Also, significant vulnerability is revealed from 1990 to 2002 in Albania in the long run (in the 16-32 scales). Some of the political events in Albania during this period include- (i) the conviction of corrupt politicians – Fatos Nano and Ramiz Alia, (ii) the Protest against the death of Azem Hajdari, (iii) internal conflicts from the succession of Pandeli Majko and (iv) fraud from general elections. More so, the result of Bulgaria shows that high political risk occurred from 1989 to 2005 in the medium run. The political events during this period include- (i) the collapse of the Bulgarian Socialist Party government in the face of mass demonstrations, (ii) the arrest of Todor for corruption, and (iii) elections as Zhan Videnov becomes prime minister. In addition, Romania's power spectrum indicates weak political risk vulnerability from 1989 to 1999 at different frequencies except from 1999 to 2003, and the political activities during this period include disputes resulting from the killing of Nicolae Ceausescu and his wife, ex-communist leadership protests, and miner riots, to name a few.

Figure 1 shows the wavelet power spectrum of financial risk across the four Balkan countries. As previously indicated, the x-axis represents the wavelet location in time, while the y-axis represents the wavelet period in years. As seen in the figure, Greece experienced significant short- and medium-term financial risk vulnerability from 2008 to 2014 (at different scales) and 2004 and 2001 (at the 2-4 scale). The sovereign debt crisis prompted more austerity measures in exchange for debt the European Union had sanctioned. More austerity measures were also agreed upon, with a 50% debt write-off from the EU. The worldwide financial crisis and Greece's sovereign debt crisis are, therefore, represented by the financial risk in Greece from 2008 to 2014. So, when the Greek parliament was debating EU treaties and policies, the country's finances collapsed due to the adverse impact of the world financial crisis and long-term trends in current account imbalances and budget deficits. In addition, Albania indicates significant financial activities in the short- and medium-terms (at different frequencies) from 1997 to 1999; this represents the collapse of Albania's pyramid investment schemes. In contrast, Bulgaria's wavelet power spectrum from 1994 to 1999 is statistically
significant in the medium- and long terms. The devaluation of the Bulgarian currency was a source of financial risk during this time. The financial risk was particularly susceptible in Romania between the 4-8 and 8-16 scales from 1999 to 2001. Therefore, whereas Greece’s financial risk vulnerability is mainly in the ’20s, it is dominant in the ’90s in Bulgaria, Romania, and Albania. Any political risk shock, positive or negative, contributes to a rise in FR in Albania over the long and short run.

The wavelet coherence between PR and FR is shown in Figure 3 below; the contour lines represent wavelet squared coherence values of 0.0, 0.2, 0.4, 0.6, and 0.8. Curves with red colors and the black lines surrounding them are the more vulnerable regions. The arrows also depict co-movements between the two variables. In Greece, political risk and financial risk are statistically correlated. From 1995 to 2002, which corresponds to an eight-year cycle period, the primary region is in the medium-term between the 8 and 16 scales when FR is a good predictor of PR. This finding in Greece is consistent with research by (Pantzalis et al., 2000), which found that PR is a direct effect of FR. However, at high frequency, there was a negative correlation in 2004 and, in the short run, a positive correlation in 1988. In contrast, lead-lag causality from PR to FR was shown in 2009. In the case of Albania, significant causality between 1991 and 2002 demonstrates that political risk leads to financial risk because the arrows between the 16 and 32 scales point directly upward, and a positive correlation between the two scales was seen in 1989 in the short run, in the 2 to 4 scales. Furthermore, a two-year cycle from 2003 to 2004 shows an opposite lead-lag association from financial to political risk. The 2009 global financial crisis had little impact on Albania since the country lacks standard financial markets, which can be considered a blessing in disguise.

Additionally, the main central region in Bulgaria is shown to have a highly significant coherence between 1996 and 1999. In the short run, changes in PR lead to FR on a scale of 2 to 4. The situation in Bulgaria is significantly different since, from 1996 to 1999, we saw that financial risk leads to political risk in the short run. Romania’s most statistically significant area is the high-frequency region between the 2-4 and 4-8 scales, which has a positive connection between 2013 and 2015. More so, there was a positive correlation in 1988, which shows a positive association between PR and FR in the short run.

---

**Figure 2.** Wavelet Power Spectrum for Financial Risk.  
*Source: Author using Political Risk Group (2019) data*
This study proposed a conceptual framework of inclusive growth to mitigate PR and FR in the countries, as shown in figure 4 below.

![Conceptual Framework for Inclusive Growth](image)

**Figure 4.** The figure proposed a conceptual framework for inclusive growth for countries.  
*Source: Author's computation*

Political institutions are essential for a country's success because strong political institutions determine good economic institutions. An individual's property rights are assigned to them by the constitutional state, which also guarantees them. The promise of property rights serves as the
primary incentive for people and businesses to gather inputs for production and utilize them in manufacturing. When looking at inclusive growth from a political standpoint, it is important to have an impartial judiciary that will uphold law and order neutrality. Power should also not be concentrated within small individuals or elite groups. Better inclusive growth is facilitated by social capital, which includes public trust in leadership, the government, and civic involvement (Wilson, 1997). Political institutions are open to everyone, regardless of background, gender, or area. Inclusive political institutions' influence impacts a nation's income and production on economic processes like investment in factors of production (Porta et al., 2008). By ensuring that all participants have access to the same level of services and opportunities as one another, inclusive urbanization aims to address difficulties with access to urban services and the equality of the socio-economic structure. Furthermore, effective political and financial institutions with the foresight of inclusive growth will ensure adequate decision-making. Inclusive urbanization that embraces well plan housing policy and less restrictive land use regulations where all stakeholders—such as women, children, migrant workers, and refugees, are taken into account can enhance better livelihood for all.

4. Conclusion and Recommendations
In order to assess the asymmetry and time-frequency relationship between political risk and financial risk in the Balkan countries, the paper used a quarterly dataset spanning from 1984Q3 to 2018Q4. The dataset in this study is broken down into time-frequency space using a wavelet, which makes it easy to determine the short-, medium-, and long-term interactions between the two variables. Our NARDL findings show an asymmetric relationship between political risk and financial risk in Albania, Greece, and Bulgaria, except Romania, which lacks co-integration. Additionally, our results from the wavelet coherence analysis demonstrated that political risk in Albania and Bulgaria is a good predictor of financial risk. While financial risk drives political risk in Greece, Romania's result shows a positive correlation between political risk and financial risk at different frequencies. Furthermore, in terms of the linkage between PR and FR, our findings support those of Pástor & Veronesi (2013) and Białkowski et al. (2008), who show how political risk affects financial development.

The study also brings to bare recommendations for urban planning development in the Balkan countries. First, we recommend that the Balkan countries’ urbanization development becomes mature. The government of Albania, Bulgaria, Romania and Greece should focus on how to reduce political and financial instability to improve urbanization, which will consequently help urban planners develop cities, towns or regional planning. In addition, the government should enact urban planning laws that are amenable to the dynamics in the political and financial situations, as authoritarian leadership can either make static urban policies or slow down urban planning processes. Furthermore, reducing corruption can reduce the bureaucratic processes involved in implementing and executing urban planning policies. Hence, good governance via a good leadership style, effective handing over during regime change and a stable financial regime can enhance an effective urban planning system. Finally, to enhance the effective financial sector, the study recommends long-run financial policy reforms, increase public trust in the countries’ financial system and credible all-inclusive political parties to attain all-inclusive financial systems. Future studies should consider other macroeconomic variables in the estimation of NARDL co-integration in a country-specific analysis.
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